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When is a function not a function?

e \When it's a number

e \When it's a vector

e When it’'s a point



Early on we learn...

“Functions are things that map numbers to
other numbers”



But we also know...

There are transformations of functions into other func-
tions:

1
z° — —z3

In(z) — xzIn(z) —x

and, in general,
f— |1

or, put more carefully,

f— g, where g(z) = /w £(4) dt
TQ



Another Example: Differentiation

For example,

ofr,

sin(z) — cos(x)



Another Example: Shifting

f — g, where g(z) := f(z+ 1)

lllustrated by a picture like;

1

+—X

A




Moral

So, there are “functions” that map ordinary functions
into other ordinary functions.

These “super-functions” are usually called operators.



What’s the domain of an operator?
Typically operators act on vector spaces of functions.

For example:

e (C'a,b] is the set of all continuous functions on the
interval [a, b].

e L2[a,b] is the set of all functions on [a, b] where
b
/ |£(t)|? dt exists and is finite.
a



Norms on Vector Spaces

If functions are like vectors then we can also think of
them as being like points in space. And measure their
distance apart.

The norm measures how far apart two functions are.
So,

|f — g|| = distance between f and g



Example
If fand g are in C[a, b] then we define

|17 = gll == max [/(x) — a(x)

X
a<x<

f(x)

IIf-IgII

Y _7g(x)




Another Example

If f and g are in L?[a, b] then we define

I ol = ([ 1) = s )
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Banach Spaces

Both of these examples share an important technical
property:

Let f,, be a list of vectors in a vector space (such as
either of our last examples).

Suppose that the sequence of real numbers a,, =
| fr|| satisfies:

@)
> ap converges
n=1

oo
Then the series of vectors, Z fn also converges (to
n=1
a vector).
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Here’'s Our Main Application

Consider the first order differential equation,

dy
d—=F(:v,y)
xZr

with initial condition

y(zo) = yo.

We’'d like to know if there is a solution to this initial
value problem on the interval [a, b]. And if there is a
solution, is it the only one?
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Assumptions

We'll assume F'(z,y) is continuous on the rectangle:

R:={(z,y) : a<z<bc<y<d}

Lipschitz Condition

We'll also assume that there’s a constant K so that:

|F(z,y1) — F(z,y2)| < Kly1 — yo|

foralla <z <bandc < yq,ys <d.
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Example

Consider
= =%+ y°
with

y=1lwhenz =0

Restricting attentionto —10 < x < 10 and —10 <

y < 10, we see that F(z,y) ;= 22 + y2 satisfies the
Lipschitz Condition:

[F(z,y1) — F(z,y2)|

% — y3|
ly1 + yo| ly1 — yo
20|y1 — yo

VAN
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Goal

We want to find a function f so that;
f'(z) = F(z, f(x))
and

f(zo0) = yo

16



Picard’s Theorem

We can find a subinterval [a’, b’] of [a,b] (also con-

taining xg) on which there is a function f such that:
() = F(z, f(z)) foralld <z <V

and such that

f(zo0) = yo

17



18



Example Revisited

This says there is a unique solution y = f(z) such

that
dy

2 2
o + vy
and
f(0) =1,
at least on an interval
a<x<b

where

—10<a<0and0O<b< 10
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Goal

We want to find a function f so that;
f'(z) = F(z, f(x))
and

f(zo0) = yo

20



ldea

Write
f@»ﬁ@ﬂ=£ﬁ@ﬁ=£ﬁwﬂma

and so

T

F@) =wo+ [Pt 50
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The Operator

Focus on the transformation:
Xz
g —yo+ | F(t,g(t))dt
0
In other words, for any function g, write T'(g) for the
function A where

T

h(z) == yo + - F(t, f(t)) di
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So this means

We need to find a function f so that:

T(f)=1r

23



The Contraction Mapping Theorem

Let S be a closed subset of a Banach space and let T’
be a function that maps S back into itself.

Suppose also that there’s a number a, which is smaller
than 1, and such that

1T(p) = T(Il < allp—4ql

(Anything with this property is called a contraction.)

Then there is a single point P in .S at which

T(P) = P
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Why?

Pick a point (any point) and call it pg. Then look at

p1 = T(po)
p2 = T(p1) =T(T(po))
p3 = T(p2) =T(T(p1)) =T(T(T(po)))

and in general

pn =T (pp—1) =T(TT(--T(po)---)))

25



Suppose the sequence converges

Let P := lim py. This means;
n—oo

po —+Pp1 —>p2—>p3—>--- P

and so

T(po) = T(p1) = T(p2) = T(p3) = --- T(P)

26



But how do we know they don’t just bounce around?

lon —pn—1ll = [T(pp—1) — T(pp—2)]|
< allppn-1 — pr—2||
lpn — Pn—1ll < allpp—1 — Pn—2||
< a2||pn—2 — pp—3]|
<
< a"|lp1 — pol|
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So what?

So
o0
> llpn — pp—1l| converges
n=1

by term-by-term comparison with the series

O
lp1 —poll > a”
n=1

And so (by the properties of Banach spaces!), the fol-
lowing series converges;

k

lim — D,
U ngl Pn — Pn—1

lim pp — po
k— o0

00
Z Pn — Pn-1
n=1
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Telescoping Sums

Pn — Pn—-1
+ Pn—1 — Pp-2
+ Pp—2 — Pp—3
+ ...
+ p1 — Ppo
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Where Were We?

For any function g, we wrote T'(g) for the function h

where
X

h(z) :=yo + - F(t, f(1)) di

So, iIs this a contraction?
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Probably Not. ..

| F 50 = Ft9(0) de

L0

|\T(f)-T(9)|l = a@ggb

Remember

|F(t,y1) — F(t,y2)| < K|y1 — yo

and so
IT(H) =TIl < max, K [ 17() o0}
and
max K LZIf(t)—g(t)ldt < Kw max|f(t) — g(t)]
= Kuwl||f—4|
where

w 1= maX |z — xq]
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Why is

[ 17 =gl dt < Ku |1 ~ g

_———— —p

17-gll
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But. ..

Take
/ 1

x —_—
07 oK

1
b = —
xo-I-QK

S
|

So that if we restrict to [a’, b'] then everything is the
same, except now

so that

IT(H) = @I < 511f = gl
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